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R&D in Computer, Life, Earth and
Engineering Sciences

Supercomputing services
to Spanish and EU researchers

PhD programme, technology
transfer, public engagement
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Our Origins...

High-performance Computing group @ Computer Architecture Department (UPC)
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Latency Has Been a Problem from the Beginning... ®
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Feeding the pipeline with the right instructions;

* Distant Parallelism (1CS99)
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... and the Power Wall Appeared Later ®®®
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* Better Technologies
* Two-level organization (Locality Exploitatig
* Register file for Superscalar
* |Instruction queues
* Load/Store Q
* Direct W uction Queue Design (ICCD’04

e Fuzzy computation (ICS’01, IEEE CAL'02, IEEE-TC’05). Currently known as
Approximate Computing (HPC) and Reducing Precision (ML)©
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Fuzzy computation

This image is the Performance
original one @ Low Power

Fuzzy
Computation

Binary
systems
(bmp)

Compresion

This one only used
~85% of the time
Accu racy while consuming
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Vector Architectures... Memory Latency
and Power ©O©©

e Qut-of-Order Access to Vectors (isca 1992, isca 1995) mﬂ«wk

* Command Memory Vector (pact 199s)
* In-memory computation

* Decoupling Vector Architectures (1pca 1996)
* Cray X1

Out-of-order Vector Architectures (micro 13

VECTOR
CACHE

ced Buffers Routers (micro 2003, iEge T 2006)
vector Architectures for Data-Base (micro 2012, HPCA2015,15CA2016)
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Awards in Computer Architecture
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Center
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Eckert-Mauchly: IEEE Computer Society and ACM: (...) “For
extraordinary leadership in building a world class computer architecture
research center, for seminal contributions in the areas of vector
computing and multithreading, and for pioneering basic new
approaches to instruction-level parallelism.” June 2007

Seymour Cray: IEEE Computer Society: (...) “In recognition of seminal
contributions to vector, out-of-order, multithreaded, and VLIW
architectures.” November 2015

Charles Babbage: IEEE Computer Society: (...) “For contributions to
parallel computation through brilliant technical work, mentoring PhD
students, and building an incredibly productive European research
environment.” April, 2017
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OmpSs: data-flow execution of sequential programs

()
S
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void Cholesky (
int 1, j, k;
for (k=0; k<NT; k++) {
spotrf (A[k*NT+k]) ;
for (i=k+1; i<NT; 1i++)
strsm (A[kKk*NT+k], A[K*NT+i]);
// update trailing submatrix
for (i=k+1; i<NT; 1i++) {
for (j=k+1; j<i; J++)
sgemm ( A[K*NT+i], A[kK*NT+j],
ssyrk (A[k*NT+1i], A[i*NT+i]);

float *A ) {

A[J*NT+i]) ;

1

#fpragma omp task

void spotrf (float *A);

#fpragma omp task input ([TS][TS]A)

void ssyrk (float *A, float *C);

#pragma omp task input ([TS][TS]A, [TS][TS]B)
void sgemm (float *A, float *B, float *C);
#fpragma omp task input ([TS][TS]T)

void strsm (float *T, float *B);

© @ @ O

Decouple how we write
applications form
how they are executed

Write

Clean offloading to
hide architectural
complexities
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OmpSs: Potential of Data Access Info

* Flat global address space seen by
programmer

Main Memory
M| off-chip BW

* Flexibility to dynamically traverse .
dataflow graph “optimizing” On-chip cache
e C . Critical path
oncurrency. Critical pa .“
* Memory access: data transfers
. Processor
performed by run time
* Opportunities for automatic
e Prefetch
* Reuse
* Eliminate antidependences (rename)

* Replication management

* Coherency/consistency handled by
the runtime

e Layout changes
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History / Strategy
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Forerunner of OpenMP




OmpSs

* A forerunner for OpenMP

% OmpsSs-2
Programming Model

—

+ Task reductions |
+ Task priorities + Taskwait Taskl I
+ Task + Task P .~ dependences ‘ + “askioop |

+ Taskloop dependences
prototyping ' dependences prototyping + OMPT impl. + Data affinity I

+ Multideps |
& & & & + Commutative & I
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15t European researcher to receive
Ken Kennedy Award

PROFESSOR
JESUS LABARTA

BARCELONA SUPERCOMPUTING CENTER

101 Ken Kennedy Avward Recipient

"For his contributions to programming models and performance analysis tools for High
Performance Computing.”

up-e reormputing



CSRankings: Computer Science Rankings

* CSRankings is a metrics-based ranking of top computer science institutions around the world:
e http://csrankings.org/#/index?all

* This ranking is designed to identify institutions and faculty actively engaged in research across
a number of areas of computer science, based on the number of publications by faculty that
have appeared at the most selective conferences in each area of computer science.

* All publication data is from DBLP (updated monthly; last update May 14, 2019).




Topic: High-Performance Computing in Europe from 1980
Count Faculty

Institution

» Polytechnic University of Catalonia
» ETH Zurich

» TU Munich

» VU Amsterdam

» Technion

» Ecole Normale Superieure de Lyon
» University of Edinburgh

27.7
17.9
14.9
10.4
7.7
7.6
5.1

18
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Topic: High-Performance Computing in the world from 1980

 # Institution Count Faculty

«1 P Ohio State University 36.3 11
2 P Univ. of lllinois at Urbana-Champaign 33.7 19
3 P Polytechnic University of Catalonia 27.7 18
-4 P Georgia Institute of Technology 26.8 22
5 P University of Minnesota 26.5 10
6 P University of Chicago 259 7

7 P Purdue University 225 15
« 8 P Indiana University 22.3 10
*9 P ETH Zurich 179 5

« 10 P University of California - Berkeley 17.7 11



Topic: Computer Architecture in Europe from 1980

Institution

» Polytechnic University of Catalonia
> EPFL

» ETH Zurich

» University of Edinburgh

» Technion

» Tel Aviv University

» University of Cambridge

Count Faculty

29.5
22.1
19.5
10.9
10.1
4.8

4.8

14
8

10
4
10



Topic: Computer Architecture in the world from 1980

 # Institution Count Faculty

1 P University of Michigan 77.6 22
2 P Univ. of lllinois at Urbana-Champaign 61.3 22
3 P University of Wisconsin - Madison 61.1 17
4 P Stanford University 50.6 19
5 P Georgia Institute of Technology 33.2 17
*6 P Princeton University 325 12
7 P Polytechnic University of Catalonia 295 14
« 8 P University of Washington 29.0 16
9 P Pennsylvania State University 27.7 13

« 10 P University of California - San Diego 26.5 14



Topics: “High-Performance Computing + Computer Architecture”
in the world from 1980

 # Institution Count Faculty

1 P Univ. of lllinois at Urbana-Champaign 45,5 31
2 P University of Wisconsin - Madison 30.6 20
3 P Georgia Institute of Technology 29.8 30
4 P Polytechnic University of Catalonia 28.6 22
5 P Stanford University 255 20
*6 P University of Michigan 23.1 25
7 P University of Chicago 22.1 14
« 8 P Purdue University 205 21
*9 P ETH Zurich 18.6 8

« 10 P University of California - Berkeley 18.3 22
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Research prototypes

Transputer cluster

1985 1986 1987 1988 1989
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Convex C3800

Connection Machine CM-200
0,64 Gflop/s

1990 1991 1992 1993

1994

1995

O K

CEPBA-IBM Research Institute

i.

Compaq GS-140 Compaq GS-160
12.5 Gflop/s 23.4 Gflop/s
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Maricel
14.4 Tflops, 20 KW

BULL NovaScale 5160
48 Gflop/s

Parsytec CCi-8D
4.45 Gflop/s

SL8500
6 Petabytes

SGI Altix 4700
819.2 Gflops

SGI Origin 2000
32 Gflop/s

-~

IBM RS-6000 SP & IBM p630
192+144 Gflop/s

IBM PP970 / Myrinet
MareNostrum
42.35, 94.21 Tflop/s

2005 2006 2007 2008

1996 1997 1998 1999 2000 2001 2002 2003 2004

2009 2010



The Killer Mobile processors™

1.000.000 -,
100.000 o7 o Apha
Q Intel
0 Py
S 10.000 0 AMD
< 0 Nvidia Tegra
1.000 o ® Samsung Exynos
. / 0 4-core ARMv8 1.5 GHz
0
100 I I I | e
1990 1995 2000 2005 2010 2015
(€ Microprocessors killed the Vector (| History may be about to repeat
supercomputers itself ...
(| They were not faster ... ({ Mobile processor are not faster ...

(€ ... but they are significantly

Fa— ... but they were significantly cheaper and greener
supercomputing  cheaper and greener

Center
Centro Nacional de Supercomputacion
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HiPEAC Objectives

0 to help companies identify and select the best architecture solutions for scaling
up high-performance embedded processors in the coming years

0 to unify and focus academic research efforts through a processor architecture
and compiler research roadmap

0 to address the increasingly slow progression of sustained processor performance
by jointly developing processor architecture and compiler optimizations

0 to explore novel approaches for achieving regular and smooth scaling up of
processor performance with technology, andto explore the impact of a wide
range of post-Moore's law technologies on processor architecture and
programming paradigms.

Mateo Valero: Future research in Europe, 1998
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Steering committee

Josep Llosa

Spain Mike O'Boyle

UK

Olivier Temam Per Stenstrom
France Sweden

Mateo Valero
UPC

Coordinator

Theo Ungerer
Germany

Stefanos Kaxiras
Greece

Antonio Prete

C Barcelona
Supercomputing . o .
Stamatis Vassiliadis :
g;;?r:ei\‘l;cional de Supercomputacion m V KO en D e BOS S C h e I" e I-‘- G ly

The Netherlands Belgium



Network of ¢.2,000 European R+D experts in advanced computing: high-
performance and embedded architecture and compilation

720 members, 449 affiliated members and 871 affiliated PhD
students from 430 institutions in 46 countries.

Barcelona —_
Supercomputing M
Center

Centro Nacional de Supercomputacion G HENT

UNIVERSITY

FORTH -
7 Institute of Computer Science  feure oyl
¢

Barcelona

Supercomputing

Center

Centro Nacion SSSNc colrbREAC has received funding from the European Union’s Horizon2020 research and innovation programme under grant agreement number 779656.
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People evolution

BSC Staff 2005 - 2018

700

605

600

500

529
o 475
433 a4/
400 358
310 321
200 279 302
229
200 164
114
0

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018

B BSC Staff
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. Total

L——— QOperations

People

Support and administrative personnel

Collaborators

Scientific personnel

Earth Sciences 100 91 Life Sciences

643

90
Computer
223 Applications in
Computer Science and
Sciences Engineering

Staff Funding (People) (643)

FPI-5011

FPU3

FPI4

CONACYT (PhD) 2

4R EXCELLENCE IN RESEARCH

Data as June 30, 2019

2

From

48

countries

6 Juan de la Cierva
2 Junior Leader La Caixa

8 La Caixa (PhD)

—— 9 Marie Sklodowska
Curie Fellow

5 Ramén y Cajal

-~ 1 Ramon y Cajal/AXA Chair
1 Beatriu Pinds

8 COFUND STARS -Marie
Sklodowska Curie Action



MareNostrum4
Total peak performance: 13,7 Pflops

General Purpose Cluster: ~ 11.15 Pflops (1.07.2017) '# ¥
L CTE1-P9+Volta: 1.57 Pflops (1.03.2018) I
s | 4 . CTE2-Arm V8: 0.5 Pflops CeN | ¢
RS YTk 0.5 Pflops (777?)

MareNostrum 1 ‘ MareNostrum 2 MareNostrum 3 h MareNostrum 4
2004 — 42,3 Tflops 2006 — 94,2 Tflops 2012 - 1,1 Pflops . 2017 - 11,1 Pflops
15t Europe / 4t World 7 1 15t Europe / 5t World 12th Europe / 36t World 'gi.l 2"d Europe / 13t World

New technologies - New technologies 4 New technologies

A
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Research into advanced technologies
for the exploration of hydrocarbons,
subterranean and subsea reserve

Advanced statistical methods to the
optimization of maintenance, energy
usage, and control of the city's water

REPJOL

modelling and fluid flows

treatment and supply processes.

@

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion

Collaborations with Industry

Research on wind farms
optimization and wing energy
production forecasts

Research on efficient data sensing,

algorithms for analysis of industrial

processes and visualization of large
datasets of industrial data

Collaboration agreement for the Simulations to improve the
development of advanced systems understanding of the rotating wheels
of deep learning with applications flow physics and its impact over the

to banking services aerodynamic performance

5= ASEPEYO

Artificial Intelligence and Big Data BSC’s dust storm forecast system

techniques to improve the licensed to be used to improve

quality of care and personalized the safety of business flights.

diagnosis
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Collaborations with Global IT industry 2019
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INOSTRUM BIODISCOVERY

NOSTRUM

BIODISCOVERY, S.L.

Applies supercomputing
TO SPEED UP DRUG
DISCOVERY

For the:

* PHARMA
INDUSTRY

* BIOTECH
COMPANIES

_

Supercomputing

Center

Centro Nacional de Supercomputacion

BSC’s spin-offs

CL.cM

MITIGA

SOLUTIONS, S.L.

Provides operational
solutions TO MINIMIZE
THE IMPACT OF
VOLCANIC ASH
HAZARDS

For the:

° AVIATION INDUSTRY

° ENGINE
MANUFACTURES

* CONSULTING SECTORS

_

Provides BIOMECHANICS
SIMULATIONS, offering
software-as-a-service
simulation tool focused
on cardiovascular and
respiratory systems

For the:

* PHARMA INDUSTRY

e MEDTECH COMPANIES
* PUBLIC HEALTH

* EDUCATION

—

‘ NBYCOMP

NEARBYCOMP, S.L.

Provides FOG
COMPUTING FOR
10T, delivering
customization services
for different scenarios
of FOG computing

For the:

* 5G

° 10T

* SMART CITIES

_
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BSC Resources .............

REVENUE

Competitive

ommission

ropean Comission

Multiplying
ordinary funds

Researchers Companies

Administrative
and operational
support

State & Autonomous
Regional Admin.

General
Expenses

ORDINARY



TOP-10 Spanish Organizations in Horizon 2020

CsIC 230,434,008 € 536
Tecnalia 106,426,784 € 239
Universitat Politecnica de Catalunya 59,475,312 € 158
Universitat Pompeu Fabra 56,816,732 € 109
ICFO 56,517,896 € 78

Universitat Autonoma de Barcelona 56,322,646 € 117
Universidad Politécnica de Madrid 55,004.745 € 155
Universitat Politecnica de Valéencia 53.806.967 139
ATOS Spain 52,902,517 € 148

Center .
Centro Nacional de Supercomputacion Pf'Oj ects European

Updated Agust 2019 Commission

Barcelona Source:
Supercomputing European Commission, Participant Portal H2020



EU HPC Ecosystem

e Specifications of exascale prototypes

PRACE e Technological options for future systems ETP 4 e i
PLATFORM
HPG FOR HIGH
PERFORMANGE
COMPUTING
e Collaboration of HPC e |dentify applications for co-
Supercomputing design of exascale systems
Centres and application CoEs e Innovative methods and
e Provision of HPC capabilities algorithms for extreme
and expertise parallelism of traditional &

emerging applications

Centers of Excellence in HPC applications

a a1
biod&el CompBioMed §EoCoE ( esiwace
ChEESE o

(( ::p":e'g::pmmg EXCELLERAT @ HiDALGO 9 0 (V)

Center
Centro Nacional de Supercomputacion



PRACE ~ Distributed Supercomputing Infrastructure

26 members, including

5 Hosting Members
(Switzerland, France, Germany,
Italy and Spain)

688 scientific projects
enabled

110 PFlops/s of peak performance on 7
world-class systems, 21 billions of hours

>12.000 people trained by 6 PRACE
Advanced Training Centers and
others events

/\Yele=I3 prace-ri.eu/hpc-acces j

Barcelona
il
romda Supemomputactdn




The Codesign Challenge

@ participates @ participates

BioExcel ChEESE { CompBioMEd
Centre of Excellence for Centre of Excellence in Solid Centre of Excellence on
Biomolecular Research Earth 2 . Computational Biomedicine
(Led by KTH) (Led by BSC) Ec‘r“‘ . (Led by Univ.
Co Mec College of London)

@ participates @ participates @ participates
EoCoE - . ESIWACE

Energy oriented Centre
of Excellence
(Led by CEA)

EXCELLERAT

Center of Excellente for
Engineering Applications

Excellence in Simulation of
Weather and Climate in

Europe (Led by DKRZ) (Led by HPC HLRS)
(( leads
HiDALGO MAX PoP
. . Performance Optimization
Center of Excellence on HPC Materials design at the @ 0 .
and Big Data Technologies eXascale (Led by CNR) and Productivity (Led by
for Global Systems BSC)

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion




RES: HPC Services for Spain

Red Espafiola de Supercomputacion is made up of
11 institutions and 12 supercomputers

.-.‘ uc
m ” :..II s‘cn¥LE
5 Infraestructuras
Cientificas y Técnicas

RED ESPANOLA DE
SUPERCOMPUTACION

Singulares

— LAl g
C 3‘,‘,‘;‘;‘":‘"""“""“ UNIVERSIDAL AUTONOMA
Gentrs Noviras i [ DE WixDRID | CimTsS & COMPUTAEX
INIVERSIDAD 4 . VNIVERSITAT
DEMALAGA /j CESCA BEVALENCIA
<ROFISy,
<y
L eemeni e [ scAYLE
Universidad Zaragoza E & SUPERCOMPUTACION : e F
- Sd-b CASTILLA'Y LEGN i v J.*"' ,"l-
r i
/
& F 4
.": -‘f’

Barcelona { ™
Supercomputing I e P
Center ACe®. .~

Centro Nacional de Supercomputacion Access WWW.res.es A v ®o - ‘




RISC Project

Identified research clusters for targeted research collaboration
Produced a Green Paper on HPC Drivers and Needs in Latin America

Produced a Roadmap for HPC strategic R&D in Latin America

CO0e

Enhanced HPC R&D policy dialogue between policymakers and stakeholders

LATIN AMERICA S EUROPE

e BSC * Menon
e CINECA °* UniCoimbra
e UPM

Universidad Veracruzana
* Universidad de Chile
e Universidad de Buenos Aires

e Universidad Autdénoma de Manizales

* Coppetec Fundacao do Rio de Janeiro ﬁ
RISC
Barcelona = A4 134 =, o Bareeions
Supercomputing =<z 0200 sorrsme G B Centar
(C Center = LS e e e
Centro Nacional de Supercomputacion




Mission of BSC Scientific Departments

Computer Earth

Sciences Sciences

To influence the way machines are built, programmed
and used: programming models, performance tools,
Big Data and Artificial Intelligence, computer
architecture, energy efficiency

To develop and implement global and
regional state-of-the-art models for short-
term air quality forecast and long-term
climate applications

Sciences

To unCEEE R vinEle (e e e e s of To develop scientific and engineering software to
theor SUEARIRCR I (IR o dls efficiently exploit super-computing capabilities
(molecular TBAEl e EStE BP0 tcomics) (biomedical, geophysics, atmospheric, energy, social

Barcelona and economic simulations)
Supercomputing

Center

Centro Nacional de Supercomputacion



Computer Sciences

Holistic Computer
Architecture Research

Influence
the way

20 years innovating in

PROGRAMMED )
Programming Models

machines

are Performance Analytics
Tools: From Data to Insight

Race towards Exascale

In the HPC and Big Data convergence

context
of

Artificial Intelligence era

Multiple architectures for different applications domains

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion



Barcelona

FPGA-based Works in BSC Comtar e

Centro Nacional de Supercomputacion

» Transactional memory on FPGAs

O EU FP7 VELOX (Integrated Approach to Transactional Memory on Multi- & Many-core Computers) — ended
[ Design and Profiling of Hybrid Transactional Memory on FPGAs (FCCM-2011, FCCM-2012)

» Database acceleration using FPGAs
L EU FP7 AXLE (Advanced Analytics for Extremely Large European Databases)- ended
L Hardware acceleration for SQL primitives, smart disks (FPL-2014, MICPRO-2017)

» FPGA-based DRAM access accelerators
L Accelerators for applications with complex data access ( FPT-2011, FPL-2012, FPL-2014, FPT-2014)

» Heterogeneous CPU/GPU/FPGA-based computing
L EU FP7 ParaDIME (Parallel Distributed Infrastructure for Minimization of Energy) — ended
O Trigeneous (CPU/GPU/FPGA) Low-energy platforms (FCCM-2015, HiPC-2015, Coolchips-2015, ICCD-2015)

» Aggressive supply voltage underscaling of commercial FPGAs
L EU H2020 LEGaTO (Low-Energy Toolset for Heterogeneous Computing)- ongoing
O Energy/performance/resilience trade-off study for FPGA-based DNNs (MICRO-2018, FPL-2018, PDP-2019)

43



OmpSs@FPGA Ecosystem

*Improving programmers productivity

* Programming model based on directives

e Automatic code offloading to FPGA vendor tools
* HLS and/or OpenCL compilers

#pragma omp target device (fpga) copy deps
fpragma omp task in([BS]a, [BS]b) inout ([BS]c) oo () rorares]
OmpSs phase phase

void matrix multiply(float a[BS][BS], float (Frow sode + Namon el ) e P
b[BS] [BS],float c[BS][BS])

Petalinux autoFPGA Too

0S (Linux) +
Platform Device Tree +
OmpSs@FPGAdriver

Nanos
xtasks lib
Extrae

[ Vivado HLS |
(BOOT.bin, image.ub)

Application Acceleration on FPGAs with OmpSs@FPGA. FPT 2018: 70-77 j
|_OmpSs.elf |smp
OmpSs@Zynq all-programmable SoC ecosystem. FPGA 2014: 137-146 cre [ Bisreamn ] - (] Tirdware Vivado

Barcelona UNIVERSITAT POLITECNICA
Supercomputing DE CATALUNYA
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OmpSs@FPGA analysis

* Hardware instrumentation of FPGA IP cores
* Generating trace information from inside the FPGA

T

B 190 SN E— R B

OV T O D A0
00 O T 0T T A

Paraver trace with internal information

The Secrets of the Accelerators Unveiled: Tracing Heterogeneous Executions Through OMPT. IWOMP 2016: 217-236

Barcelona UNIVERSITAT POLITECNICA
Supercomputing DE CATALUNYA

Center BARCELONATECH

Centro Nacional de Supercomputacion



OmpSs@FPGA Task Manager

* Ability to implement task creation and
management inside the FPGA

* Overcomes the overheads of fine granularity tasks
management

Task Manager Accelerator 0 —

e p| Ready TM =

*Picos HW: fast dependence )
management e =l

Adding Tightly-Integrated Task Scheduling Acceleration to a RISC-V I mrerall - PSS
Multi-core Processor. To appear: MICRO 52 (2019) pEPESE = 7

[ Scheduler TM New TM
> »

4
-

r 1
Yy
AA

Accelerator 1
Finished TM |4
> =

A Hardware Runtime for Task-Based Programming Models. IEEE |
Trans. Parallel Distrib. Syst. 30(9): 1932-1946 (2019) 1

Barcelona UNIVERSITAT POLITECNICA
Supercomputing DE CATALUNYA

Center BARCELONATECH

Centro Nacional de Supercomputacion




OmpSs@FPGA development

* European projects
* AXIOM, EuroEXA, LEGaTO, EPEEC

e Support for various boards
* Application porting
* User’s support, tutorials...

* Collaboration with industry
* IBM, Intel, Ikergune, Continental

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion
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BSC strategy for Artificial Intelligence

Projects with public/private institutions and companies

Precision medicine Other domains

Medical Imaging Organ simulation Social & Personal Industrial CASE Earth Sciences
Data apps

Data models and algorithms
(approximate computing -- reduced precision, adaptive layers, DL/Graph Analytics, ...)

Programming models and runtimes
(PyCOMPSs, TIRAMISU, interoperability current approaches)
| | | |
Hw acceleration of DL workloads
(novel architectures for NN, FPGA acceleration)

@

Data platforms + standards

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacién




Life Sciences

Understanding living organisms by theoretical and computational methods

Machine Learning

Computational AUSEEEESSY Protein and
genomics =S iy drug modeling

Evaluation of
social impact

Barcelona ‘

Supercomputing .

Center Bio-Infrastructure
Centro Nacional de Supercomputacion



BSC technical strategy for Personalized Medicine

Genome OMIC analbysis Text and Data Molecular Remote Medical ‘Organ and
Analysis (Epi,- {proteo-, Mining Simulations Devices and Image system
meta- - metabolo- (Scientific {mutant continuous = simulation
RNASeq-, full ‘and others literature, predict, drug_ monitoring.
genomes,.) omics) Med resist, Virtual

guidelines, ‘Screen, ..}

EMR/ HER , ...)

Artificial Intelligence and Machine Learning
g M e e e mE . s
Simulation environments (boolean, bayesian, agents, ..)
S ® ® B2 @K n
Data Models and Algorithms

(approximate computing- reduced precision, adaptive layers, DL/Graph Analytics, ...)
L m. M ‘A EmA®m m

Programming models and runtimes

(PYyCOMPSs, intercperability current approaches)
. /m_ W /W = @ =m =

Hardware acceleration of DL workloads

{(novel architectures for NN, FPGA acceleration)
[ERTR— PSS IS R[S JAS—]  JE—

Data Platforms + standards

Barcelona
pegcompiting
t&fipercomputing
rod¥agianaide Supercomputacion

CErilit NSCOra! S Sufwr o rELlScide



Earth Sciences

Environmental modelling and forecasting, with a particular focus on
weather, climate and air quality

Modeling
air quality and Climate
Sand and Dust Storms Research predictions
Processes from urban to and system from
Global and the impacts Forecasts subseasonal-te-decadal
on weather, health forecasts
and ecosystems

Service Users Sectors

Infrastructures Solar Urban Transport Wind Agriculture Insurance

Energy development Energy
Barcelona
Supercomputing
Center
Centro Nacional de Supercomputacion



Computational Applications for Science and Engineering

INDUSTRY
ORIENTED
DEPARTMENT

Data analytics & visualization

Barcelona
Supercomputing

Center

Centro Nacional de Supercomputacion
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Continue international collaborations:
Joint Laboratory on Extreme Scale Computmg
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In June 2014, the University of lllinois at Urbana-Champaign, INRIA, Argonne National Laboratory,
Barcelona Supercomputing Center and Julich Supercomputing Centre formed the Joint Laboratory on
Extreme Scale Computing.

The Joint Laboratory focuses on software challenges found in extreme scale high-performance computers.

Researchers from the different centres regularly meet for workshops and at the last one in November
2014, researchers from Riken AICS also took part.

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion



Education: Engagement with Universities

Bridge to
Latin
America

Engagement

with
Universities

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion

MSc in Innovation and Research in Informatics - HPC at FIB (UPC) Msc
in Artificial Intelligence at FIB (UPC)

e Curriculum design

*  Providing access to the BSC HPC facilities through internships

* BSC experts lecturing

* Advising Master Thesis

* Intensification on HPC for Al (forthcoming 2019-2020)

Double Diploma Agreement CIC(IPN-MEX)-FIB(UPC)
*  Providing Master Thesis co-advising.

Doctoral Program Affiliation (main programs)
*  Applied Math Program (UPC)

* Artificial Intelligence (UPC)
Double diploma (IPN-UPC) (forthcoming 2019-2020)

* Computer Architecture Doctoral Program (UPC)
Double diploma (IPN-UPC) (forthcoming 2019-2020)

* Environmental Engineering Doctoral Program (UPC)
* Biomedicine Doctoral Program (UB)
*  Chemistry Doctoral Program(UB)

Post-Doctoral Programme CONACyT-BSC (2012-2020)

Bachelor Degree in Bioinformatics (UPF+UPC)
*  Curriculum Design
* BSC experts lecturing



Fighting gender gap

Girls’ focused visits

for primary school N
Gwdeq by female edu.cators
students

(6,000 the first year)

“MareNostrum” song by a

popular girls music group

Most women's presence in
educational material

8 fun activities introducing
supercomputers

Barcelona
Supercomputing . ) .
ooy AP pS— Enlivened by our superheroine e ()

Barcelona
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Top 10, June 2019
Rmax Rpeak Power Effeciency

IBM Power System AC922, IBM POWER9 22C
3.07GHz, NVIDIA Volta GV100, Dual-rail Mellanox 2.414.592 2.211.840 148,6 200,8 10,1 14,7
EDR Infiniband

IBM Power System S922LC, IBM POWER9 22C
3.1GHz, NVIDIA Volta GV100, Dual-rail Mellanox 1.572.480 1.382.400 94,6 125,7 7.4 12,7
EDR Infiniband

Sunway MPP, Sunway SW26010 260C 1.45GHz,

Sunway 10.649.600 93,0 125,4 15,4 6,1
et Th Expres s, Matizooo 12 ass17e0 assazs2 el 1007 185
Mellanox tnfiniBand HOR | semaas
mterconnect  NVIDIA Tes Proo 1SS 387872 310424 212 272 238
Xeon Phi 7250 65C 1.4atts, Anies interconnece 979072 202 a1
ThinkSystem SD650, Xeon Platinum 8174 24C 305.856 5= B

3.1GHz, Intel Omni-Path

IBM Power System S922LC, IBM POWER9 22C
3.1GHz, Dual-rail Mellanox EDR Infiniband, 288.288 253.440 18,2 23,0
NVIDIA Tesla V100

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion



OAK RIDGE AN i
National Laboratory Sun',n',,[ SYSTem OVGI’VIGW

System Performance Each node has The system includes

* Peak performance of 200 petaflops for * 2IBM POWERS processors * 4608 nodes
modeling & simulation 6 NVIDIA Tesla V100 GPUs » Dualkrail Mellanox EDR

*  Peak of 3.3 ExaOps for data analytics and * 608 GB of fast memory InfiniBand network
artificial intelligence * 1.6 TB of NVMe memory e 250 PB IBM Spectrum Scale

file system transferring data
at 2.5 TB/s

57



The Global Race Towards Exascale
=

K computer. 10 PFlop/s

J Tianhe-2. 33 PFlop/s

Sunway. 125 PFHop/s

Summit 200 PHop/s. Sierra 125 PHop/s. ABCI 0.55 EFlop/s (DL) 37 Pflop |

et =

Shuguang 1 EFlop/s Tianhe-3 1 EFlop/s | ) :
Aurora 1 EFlop/s Frontier 1. 5 EFlop/s ] >200 PFlop/s

| PostK computer 1 EFlop/s [

FCOIm DTG
Wda Supemomputactdn

o NaCEOc! S STy

200 PFlop/s |




An impressive, pr

The Exascale Race — The US example

g
&
) v
@ A
P L m
D
3 o il 2
@ ! Y || F3E
g 5 _ . I
sl ) ° I
r_., Am !
wn il "
uw, , __
4 _ | ___
[ _
g
[}
3
£
&
_ @
[
o
™
o
™
n
&
&
IN

1inna
Linipayn

egaie

Pre-Exascale Systems |Aggr




The Exascale Race — The US example

-_—g - Al cemm = H = fum o P La s . m . e am
The three technical areas iti ECP have the necessary
to meet national goals
Performant mission and science applications @ scale
Foster application Ease ] Diverse HPC
| deveiopment of use ~ architectures jeadership
= - - = - = = “ — — - __ - = __ _ _ — A
i E— |
S and Integralion
Develop and enhance the predictive Produce expanded and vertically Integrated delivery of ECP
integrated software stack te achieve products on targeted systems at
|eading DOE computing facilities
!

capability of applications critical to
the DOE

full potential of exascale computing

— Yy

80+ unic 2
| 20 apPPtett o energy, ea products spanning 3
: —norqy. ead | focused on memory,
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EuroHPC: Unifiying European HPC technologies

Austria, Belgium, Bulgaria,
Croatia, Czech Republic,
Denmark, Estonia, Finland,
France, Germany, Greece,
Hungary, Ireland, Italy,
Latvia, Lithuania,
Luxembourg, the
Netherlands, Norway,
Poland, Portugal, Romania,
Slovakia, Slovenia, Spain,
Sweden, Switzerland

and Turkey

< pain \’- BDV

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion

EuroHPC-JU members:

“A new legal and funding structure
— the EuroHPC Joint Undertaking —
shall acquire, build and deploy
across Europe a world-class High-
Performance Computing (HPC)
infrastructure.

It will also support a research and
innovation programme to develop
the technologies and machines
(hardware) as well as the
applications (software) that would
run on these supercomputers.”



MareNostrum 5
A European pre-exascale supercomputer

B 200 Petaflops peak performance (200 x 10*°)

Hosting Consortium:
Experimental platform to create supercomputing

Spain Portugal Turkey Croatia Ireland
technologies “made in Europe”

(L
s @ @ T ( =
I
MareNostrum '

A European pre-exascale supercompt

Barcelona

Supercomputing
Center

Centro Nacional de Supercomputacion

EuroHPC



Where Europe needs to be stronger

Tools Applications
=) HPC codes must be upgraded
MPI/OMP | Scheduler | ~Storage
=> Vital HPC hardware elements are
missing: general purpose
processor and accelerators SySt

=) Only 1 of the 10 most powerful
HPC systems is in the EU

=) EU needs its own source of as
many of the system elements as
possible

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion
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BSC and the EC

Final plenary panel at ICT Innovate, Connect, Transform
conference, 22 October 2015 Lisbon, Portugal.

“The transformational impact of excellent science in research

and innovation”

“"Europe needs to
develop an entire
domestic exascale
stack from the
processor all the
way to the system
and application
software”,

Mateo Valero,
Director of
Barcelona
Supercomputing
Center

Director of Barcelona Supercomputing
Center, Mateo Valero, makes a pledge for
developing a strong HPC ecosystem.

Eurcpe has the competence and skills
to engage in the global competition
towards Exascale Supercomputing. To
fully benefit from the cpportunities of
the digital single market, Europe must
strengthen the fundamental research
on which digital transformation is
based and build = stronger European
High Perfarmance Computing (HPC)
ecosystem.

In a guest blog post on Commissioner
Guanther Oettinger's website Mateo
Valero stresses the need for Europe to
join the race tovards Exascale
supercomputing. According ta him,
there is an open window of opportunity
for the High Performance Computing
(HPC] development that would
stimulate scientific breakthroughs and
hawve tremendous impact on society and
industry.

t: Share



ARM-based prototypes at BSC

2011 2012 2013 2014

Tibidabo KAYLA Pedraforca Mont-Blanc
ARM multicore ARM + GPU ARM + GPU Single chip ARM+GPU
CUDA on ARM Inifinband OpenCL on ARM GPU
RDMA

PRACE PRACE PRACE

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion
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Mont-Blanc HPC Stack for ARM

Industrial applications

KY Pharmacelera /A

/ Termo Fluids -
Cenaero 7

&\ DASSAULT

AAAAAAAA

Applications
Baat CINECA -— E% University of
 GENCI HoeR[s ®  BEBRISTOL

System software

ARM ETHziirich N
@= #) jiLicH Bull

Barcelona

Supercomputing

Center
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Why Europe needs its own processor

Processors now control almost every
aspect of our lives

Security (back doors, etc.)

Possible future restrictions on exports to
EU due to increasing protectionism

A competitive EU supply chain for HPC

technologies will create jobs and growth in

Europe

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion

A group of researchers showed how a Tesla Model S can be
hacked and stolen in seconds using only $600 worth of
equipment

NSA May Have Backdoors Built Into Intel And
AMD Processors
1 Y] A jet sale to Egypt is being blocked by a US

@@ regulation, and France is over it

Google 'suspends some
business with Huawei' after
US blacklist

Amazon and Super Micro urge Bloomberg to
ct 'unsupported' spy chip report

\ : ‘ Car Hacking Remains a Very Real
Threat as Autos Become Ever More
Loaded With Tech

¥ +<&__/ The US Cloud Act v The EU's GDPR -
i Data Privacy & Security
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HPC Today

Europe has led the way in defining a
common open HPC software ecosystem

Linux is the de facto standard OS despite
proprietary alternatives

Software landscape from Cloud to loT
already enjoys the benefit of open source

Open source provides: OPEN

* A common platform, specification and
interface

* Accelerates building new functionality by
leveraging existing components

* Lowers the entry barrier for others to
contribute new components

* Crowd-sources solutions for small and
larger problems

What about Hardware and in particular,

the CPU? CLOSED

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion

1A

CPUs/GPUs/ASICs




RISC-V is democratising chip-design

:z RISC-V =) More and more global IT actors are adopting RISC-V

architectures to be vendor independent

Open =) Google
Standard

=) Amazon

=>» Western Digital
Rapidly

Maturing =) Alibaba

=) And of course the entire loT ecosystem for lower

S performance, lower energy applications.

Exascale

License-
Free

=) Major opportunity for ICT industry also in Spain

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion



HPC Tomorrow

e Europe can lead the way to a
completely open SW/HW stack for the
world

e RISC-V provides the open source
hardware alternative to dominating
proprietary non-EU solutions

* Europe can achieve complete
technology independence with these
foundational building blocks OPEN

* Currently at the same early stage in HW
as we were with SW when Linux was
adopted many years ago

* RISC-V can unify, focus, and build a
new microelectronics industry in
Europe.

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacién




The European Processor Initiative

* Inthe same way BSC led the development of ARM
processors for HPC in the various MontBlanc projects, now
it leads the RISC-V HPC accelerator development in EPI

 EPlis a100% funded EuroHPC project (120 M€ ) to
develop European processor technology by 2022

* BSC was the original initiator of EPI and most active
proponent in the scientific and technical community

* EPlis led by Atos/Bull with 28 partners from leading HPC

industrial and academic centres
C( Barcelona
Supercomputing
Center
Centro Nacional de Supercomputacion



EPI Partners
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Exascale supercomputing intitiative at BSC

Ground floor opportunity to design and build a
European supercomputer at the best
supercomputing center in Europe!

The open-source hardware opportunity

RISC-V HPC accelerator: from concept to
implementation

Latest silicon technologies: 7nm, 5nm and 3 nm
Working with industrial and academic partners

HPC, automotive, bio, meteorological and
other workloads

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion

Barcelona desarrollara el chip de los
superordenadores europeos

La CE financia una tecnologia clave para la soberania informdtica del continente

El proyecto del chip europeo estara
liderado por Barcelona

LAVANGUARDIA

Barcelona desarrolla el chip de los futuros superordenadores europeos

El superordenador MareNostrum 5 se lanzara a la
conquista de procesadores y chips 'made in Europe’
El MareNostrum 5 incluira
una plataforma para crear
chips europeos

El siperordenador
resentara batalla en la
abricacion de chipsy

procesadores europeos

El préximo superordenador contribuird al desarrollo de
tecnologias integramente desarrolladas en Europa



The future is wide open!

=) There is an urgent need, from mobile phones to supercomputers: more compute at lower
power

=) The RISC-V ecosystem is in the nascent period where it can become the de facto open
hardware platform of the future

=) An opportunity for Europe to lead the charge to creating

a full stack solution for everything, from supercomputers : y| I aISC

down to loT devices

=»> Qur main aim: create European chips that meet the needs of future European and global
markets across HPC, cloud, automotive, mobile to loT

=) This is the framework for the Exascale Supercomputing Initiative at BSC

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion



How to implement this “Open Future World”?

=> The BSC launches LOCA, the new European Laboratory for Open Computer Architecture, a
joint long-term initiative to promote a vibrant RISC-V ecosystem, HQ in Southern Europe,
supported by:

=) The European Commission

UNIVERSITAT POLITECNICA
DE CATALUNYA
BARCELONATECH

=) The BSC trustees

] UPC, Cantabria, Chalmers, Rome Sapienza, Zagreb,
=) The European Academics Forth ETH. EPFL

=> Th inIT ldwid '
e main IT worldwide companies

AtsS
Bulk
L
L

Ametic

=) The digital technology industry in Spain?

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion



First Lagarto Tapeout

* Target design:
* Simple in-order core with 5 stages, single issue
16KB L1 caches, 64KB L2 cache, TLB
* Memory controller on the FPGA side
* FPGA — ASIC communication via packetizer
Debug ring via JTAG

Target technology: TSMC 65nm
* Design fits in the total area budget of 2.5mm?2
* Submitted for fabrication in May 2019

Collaborative project with different teams: r
* RTL Design: Lagarto (BSC + CIC-IPN) EIAT G B

* Verification (BSC) B A
* Logic Synthesis (UPC + BSC) '
* Physicial design (IMB-CNM + BSC)

* Tapeout and bringup (IMB-CNM + BSC)

Std Cells

Barcelona

il :
UNIVERSITAT POLITECNICA
rodam}da Supemomputactdn DE CATALUNYA
= 18CHi BARCELONATECH

i SRS S T T
Centro Nacional de Microelectrénica



The HPC Future is Wide Open!

* Can open source hardware play a big role like open source software?

How do we build flexible accelerators?

Can we leverage commodity components and merge them with HPC systems?

e Can we jumpstart HPC hardware development in Europe?

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion



An Open Path to the Future

* We can change the balance of Host CPUs to Accelerators
* OCP Accelerator Module (OAM): 1-8 or more accelerators per CPU
* Partial to All-to-All OAM communication topologies:

1/1\‘)1(\
2 2 5 2 2 1
. pEEENR 4 i 35
56 4 56 L
42 2 © paumng
1

2 4—p |
3 3 6 37

i oo nabling a variet
e

1 UJ’ NJ 1 UJ’ [} \Jl_\s’ AI' ML’ DL, etc-
* FPGAs: Accelerators, prototypes and emulators

W o —pb

* MareNostrum Experimental Exascale Platform
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From loT, Edge Computing, Clouds to Supercomputers

Management  Metadats Otgect Storage
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What does a 30 MW ExaFLOP SC look like?...
We have some ideas, come join the fun!

!

64 cabinets: 1.0 Exaflops

g

Cabinet: 16 Petaflops,
400 KW (water cooled)

256 nodes, 24,576 cores
128 to 512 Terabytes DRAM

0.1 Byte/flop bandwidth ratio

40 Gflops/W efficiency

§ 11 11

7nm initial, 5 and 3 nm follow-on designs

Barcelona
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BSC is hiring... Creating high value job opportunities in Spain

BSC is looking for talented and motivated professionals with expertise in the design and verification of IPs
to be integrated into a European HPC accelerator. The design is based on a RISC-V architecture. This is a
NEW project to build an energy efficient Exascale system.

Experienced professionals (Engineers and/or PhD holders) are wanted for:

&

RTL / Microarchitecture

Verification

hr

HR EXCELLENCE IN RESEARCH

FPGA design

Simulation

11113

Software: compilers/OS/RT

Barcelona

Supercomputing

Center

Centro Nacional de Supercomputacion



RISC-V has the opportunity to be like Linux. It would be global
and go beyond Airbus and Galileo!

- "
C
L
= *

=t %333 EuroHPC G
C * - 1 dertaking
“ll kg kAT ALILEU

EUROPE'S GLOBAL NAVIGATION
SATELLITE SYSTEM
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MareNostrum RISC-V inauguration 2021

vN6-RIsc-v  ORIGEN

‘

Barcelon
Sup re mput ng
c



Barcelona
Supercomputing EX&ELENCIA
Center | —

fr

Centro Nacional de Supercomputacion QCHLE

Thank you

mateo.valero@bsc.es
martorell@bsc.es




