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Read accesses: irregular, short, pattern unknown at compile time
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Limitations of Prior Work
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Limitations of Prior Work - reauest reordering
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Limitations of Prior Work
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Key |dea: Bursts of Memory Requests
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Nonblocking Caches
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Scaling Up Miss Handling
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Top-Level Architecture
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What’s New in DynaBurst
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From Single Requests to Bursts
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From Single Requests to Bursts
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From Single Requests to Bursts
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From Single
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Board: Xilinx ZC706

* XC7Z045 Zyng-7000 FPGA

* 1 GB of DDR3 on processing system (PS) side
* 3.9 GB/s through four 64-bit ports at 150 MHz

* 1 GB of DDR3 on programmable logic (PL) side
e 12.0 GB/s through one 512-bit port at 200 MHz



Accelerators: Compressed Sparse Row SpMV

Algorithm 1 Sparse matrix-vector multiplication (SpMV)

1 forr — 0to ROWS — 1do * Thibenck imadtsatrom Spiteszarse
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. Ashari et al. “Fast Sparse Matrix-Vector Multiplication on GPUs for graph applications” SC 2014
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PL and PS Systems

High bandwidth, single wide port
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Design Space Exploration

| PLsystems(dbanks) PS systems (8 banks)

Total cache size (KB) 0, 128, 256, 512, 1024 0, 64, 128, 256, 512
Maximum burst length 2,4,8,16

Miss handling (6 subentries/row)

- Small 2k MSHR, 12k subentries 4k MSHR, 24k subentries
- Medium 6k MSHR, 48k subentries 8k MSHR, 48k subentries
- Llarge 16k MSHR, 96k subentries 16k MSHR, 96k subentries

* Baselines: other generic memory systems for irregular access pattern
e Our prior work (single-request)
* Each design point compared to same cache and miss handling configuration
* Traditional nonblocking cache with associative MSHRs
* 16 MSHRs + 8 subentries each, per bank
* Each design point compared to traditional cache with closest BRAM utilization
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. Bursts much more useful
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Cache and Miss Handling Size Exploration
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Bursts required to make miss-optimized Bursts further improve performance on
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most of the design points
We’ll now look into these points
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Speedup on Individual Benchmarks
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Resource Utilization
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Conclusion

e Caches are not effective when read accesses are irregular and short

* Single-request miss-optimized memory systems
* Reuse same memory request among multiple incoming requests
e Useful only when memory controllers have wide ports

* DynaBurst
* Merges incoming requests into bursts of memory requests

e Controller with narrow ports: up to 3.4x speedup compared to cache with
similar area

* Controller with wide port: up to 2.4x speedup with < 15% area overhead
compared to prior work



Thank you!

https://github.com/m-asiatici/dynaburst

MSHR-Rich Memory System Configurator

File
DynaBurst System Generator
Configuration file System Type Configuration Status Documentation
Type | custom = Configuration ok Check Errors github.com/m-asiatici/dynaburst/
Inputs Banks Cache Misc Miss Handling Architecture External Memory
Number - Number - Enable cache Max Burst Lenght | 4 x HashTables 3 - Associative MHA Number 1 -
of Inputs of Banks ety P Blocking of Outputs
Address . ays (per ban v Cache MSHRs per <« |1 . Address =
width 27 Size (bytes Data Buffer Depth 32 Hash Table 512 width 32
Data * 131072 ~ : )
width 32 - per bank) StashSize |2 v Cuckoo hashing Address Offset 0x| 80000000
ID = . Subentries per 3 - Enable Linked
width row List Datawidth | 512 -
Depth 8192 w Subentry | o, - )
@ Reorder Buff Lo N 1D Width 2 -
€4 Reorder Buffer Last Pointer -
Cache Size v Max Outstanding 64 -
Requests
Info Operations

Load Save | Generate
Default || Config | Vivado IP

Software Information
Version 2.0.1 - Build 20190906

Developers
Andrea Guerrieri - Mikhail Asiatici

EPFL

Processor Architecture Laboratory - EPFL
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Fllllng the Output Queue Memory bound = in > memory

ed MSHR

rate of change

- Allocated on primary miss
- Deallocated on memory response
Memory response rate = memory request rate
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Filling the Output Queue

€aehe hits t
N

MSHR,eq

Slope = primary - memory
=in - memory

NQ,eq = I\IMSHR,eq - Nmem

Nmshreq < NMsHR max
memory is not a bottleneck any more

>

NMSHR,eq > NMSHR,max
- Stalls decrease incoming rate

until Nyispr eq = NmsHr max

NQ,eq = NMSHR,max - Nmem

Probability that a burst can be updated:
NQ _ NMSHR,max - Nmem

~

NQ + Nmem NMSHR,max 35
t (NMSHR,max > Nmem)
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Invalidations and Burst Usage
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