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Motivation

CONV

DECONV

 Challenges:

? How to efficiently map deconv in 
conv accelerator;

? How to achieve real-time 
response for larger networks;



Design 1. Uniform Architecture



Design 2. Parallelism Exploration

Filter parallelism
Channel parallelism

Data parallelism

Unroll dot product
• Workload imbalance
• Computation Inefficiency



Optimizations

• Input Reshaping

• Layer Fusion

• DSP Configuration

• Model Compression



Evaluation: FPGA Accelerator vs. Prior Work

• 1578 GOPS, 0.93 GOPS/DSP and 49.3 GOPS/W.
• 57 frames per second with a power consumption of 32 W.
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